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Clouds

Provider view
Economies of scale

Statistical multiplexing Managed
: . Datacenter(s)
Avoid customer-specific
complexities Service Interfaces
Consumer view -
onsumers/Users

No need to (over)provision
NoO operating costs
Pay per use

Win-win decoupling
Virtualization in the large
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Cloud computing trivia for 2010

20+ conferences with “cloud” in the title
5/10 top search hits for “Cloud”
200+ cloud providers in the US

Much more related research/work than what | can
acknowledge in this talk

http://oitblog.wordpress.com/2009/10/14/looking-ahead-in-the-clouds/
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Outline

Cloud world and ecosystem
Sky computing

Networking across clouds
Other issues

Conclusions
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The world of a cloud
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| Cloud middleware |
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I | _ Cloud
I : Engineering
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| Business Education | | Science Government | Cloud

Apps/Soft Apps/Soft | [Apps/Soft | | Apps/Soft. | [ Computing

. Cloud applications |
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Datacenters

Building blocks in shipping containers
Servers come setup and wired

Large pluggable components ready to go
once connected to power, network, cooling

Densely packed

~5-t0-7 fold savings in operational
costs (server admin, Mbps, GB)
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Cloud middleware and services
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Early multi-cloud consumer systems

Replicated or diversified

|

I : middleware I : middleware l : middleware I

| || Datacenters ' || Datacenters ' || Datacenters '
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Geographic factors

Markets, location-
I . dependent services

i_AppIications I Dependability/continuity
24/7, disaster
recovery, diversity ...
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Provider independence
On demand scale-out
Differentiated services
Different(iated) apps
Hybrids
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Multi-cloud management tools
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Contextualization

Nimbus

Context
Broker

@Iiance Provider
|
[

appliance context : -
= Appliance Appliance
©) context agent @ context template
\ »| application context | |le——— disk image
g application-specific
Appliance i—— st soue)
Deployer @)
appliance

context | |
Resource Provider B

Figure 2: Relationship between appliance provider,
appliance deployer, and context broker.

Contextualization: Providing One-Click Virtual Clust ers, Keahey,
K., T. Freeman. eScience 2008, Indianapolis, IN. Dec ember 2008.
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Cloud Federation with InterCloud

Application scaling across multiple cloud providers
Brokers, exchanges and coordinators

Compute Cloud i Cluster (VM Pool)

Pool node

Cloud Broker1  Cloud Broken B t |
L ...... uyya et a
we-amad \ CLOUDS lab @
Requeat Directory
Capacity l‘ U Me|b0ume
: Bank C]uud [ﬁ?ﬁf_]
Coordinator
Auctioneer
e \ Storage Cloud
Coordinator My, -
T —
Cloud Exchange
{CEx)

Storage Cloud Compute Cloud

Enterprize IT Consumer
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Intercloud standards

Protocols, formats and mechanisms for interoperability
From David Bernstein, Hwawei Tech., www.cloudstrategypartners.com
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Combinatorial Innovation

“... historically, you’ll find periods in history where there would be the availability
of a different component parts that innovators could combine or recombine
to create new inventions. In the 1800s, it was interchangeable parts. In
1920, it was electronics. In the 1970s, it was integrated circuits. Now what
we see is a period where you have Internet components, where you have
software, protocols, languages, and capabilities to combine these
component parts in ways that create totally new innovations. The great thing
about the current period is that component parts are all bits. That means you

never run out of them. You can reproduce them, you can duplicate
them, you can spread them around the world, and you can
have thousands and tens of thousands of innovators combining
or recombining the same component parts to create new

INnnovation. So there’s no shortage. There are no inventory delays. It's a
situation where the components are available for everyone, and so we get
this tremendous burst of innovation that we're seeing.”

Hal Varian, chief Google economist and professor at UC Berkeley
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Combined clouds

Combine: to bring into such close relationship
as to obscure individual characteristics

Imiddleware l :middleware l :middleware I
1| Datacenters I| Datacenters I| Datacenters '
I Iy Iy :
Combined cloud
.. ¥ i
. Applications I

“Heterogeneous virtual cluster on a WAN” aaS
“(Excel-based) geospatial market analytics” aaS
“Personalized health from multiple providers” aaS
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Sky computing

Combined use of multiple clouds

Resources/apps/platforms across independent
clouds are used

Services other than those of each individual cloud
Transparency of multiple clouds - single-cloud like
Sky providers are consumers of cloud providers
“Virtual” datacenter-less dynamic clouds

Many challenges and questions

Communication among resources in different
clouds is of key importance
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Communication Problems

Connectivity limitations due to the lack of publicly
accessible addresses, firewalls, NATs ...

Grid computing solutions available (API-based, VPN, P2P,
VNET, ViNe ...)

User-level network virtualization is a solution adopted by
the majority of projects

Dangers of VM privileged users on the cloud
change IP and/or MAC addresses
configure Network Interface Card in promiscuous mode
use raw sockets
attack network (spoofing, proxy ARP, flooding, ...)

Cloud providers impose network restrictions that

severely affect the ablility of network virtualization
techniques to work efficiently
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Network Restrictions in Clouds

Internal routing and NAT

IP addresses (especially public) are not directly
configured inside VMs, and NAT techniques are used

Sandboxing
VMs are connected to host-only networks

VM-to-VM communication is enabled by a combination
of NAT, routing and firewalling mechanisms

Packet filtering (beyond usual)

VMs packets are inspected and only those packets
containing valid addresses (IP and MAC assigned by
the provider) are allowed
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Network Challenges in Clouds

Internal routing / NAT

High number of intermediate nodes (hops) in LAN
communication (nodes on the same subnet, thus no
hops in-between are expected)

® EC2 public-to-public — 6+ hops
® EC2 private-to-private — 3+ hops (better)
Sandboxing
Disables direct datalink layer (L2) communication
Can't use VMs as routers
No node-to-gateway communication

Packet filtering
Only allows packets w/ source IP address

Disables VM ability to act as a router
No gateway-to-node communication
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Typical laaS Network

Physical Server A Physical Server B
VM Al VM A2 VM B1 VM B2
VNIC VNIC VNIC VNIC
Firewall Firewall
VvNIC proxyARP NIC VvNIC proxyARP NIC
Forwarding Forwarding

Physical
Network

¥ UNIVERSITY OF
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Typical laaS Network

\~\

Physical Server A VMs are not bridged to the

VM A1l mid Physical network. Host server of |, 5o
each VM routes, monitors and
filters network traffic . VMs can
only “see” the host server MAC

I

address
VNIC VNI VNIC VNIC
Firewall Firewall
VvNIC proxyARP NIC VvNIC proxyARP NIC
Forwarding Forwarding

UNTVERSITY OF
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Typical laaS Network

Physical Server A Physical Server B
VM Al VM A2 VM B1 VM B2
VvNIC VvNIC VvNIC VvNIC
Ve Firewall
vNIC If a MAC address is statically proxyARP NIC
configured, packets are dropped Forwarding
by the host server |

UNTVERSITY OF
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Typical laaS Network

Physical Server A

VM Al VM A2 VM B1 VM B2
vNIC vNIC vNIC vNIC
Firewall Firewall
VNIC proxyARP NIC VNIC proxyARP NIC
Forwarding Forwarding

VMs cannot act as gateways
Ex: B1 is a gateway to virtual networks

for A2
Src MAC | Dst MAC Src IP Dst IP
A2 ? A2 Some host

B1's MAC address is unknown to A2!

UNTVERSITY OF
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Typical laaS Network

Physical §

VM Al

VNIC

VM NICs can be only configured
with the IP address assigned by

the cloud provider.

VN approaches that require

additional addresses do not work.

VNIC

Firewall
proxyARP NIC VvNIC

Forwarding

Server B

VM A2

VNIC

Firewall
proxyARP NIC
Forwarding
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Typical laaS Network

Physical Server A Physical Server B

VM Al VM A2 VM B1 VM B2

VMSs cannot act as routers.
Source-IP-address checks on host

vNIC vNIC servers drop packets with source
addresses that differ from the VM's
|P.
Firewall Firewall
VvNIC proxyARP NIC VvNIC proxyARP NIC
Forwarding Forwarding

UNTVERSITY OF
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User-level Virtual Network - ViNe

"/® General purpose overlay

network solution

Virtual
Based on deployment of
> BRA - user-level virtual routers

VRs are used as
s poices/ — (JAteWays by nodes that
do not run ViNe software
Applications run
unmodified
Best performance

ViNe Management

VRs ability to perform overlay routing affected by cloud

network restrictions
Limited node-to-VR communication due to use of L2 communication
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ViNe Routing

Decryption <—{Decapsulation

!

TCP/IP
stack

Encryption <— Compression

—>

T J—Encapsulation ’(—

Packet

Interception

A

: Packet

Expansion —>
Injection

Processing Time Linux
Libnet

12us/message

N

Protocol data

TCP/IP
header

Linux

Netfilter

packet
rocessing in
_ Overlay ? ava J
Routing

In user space

Compute nodes need no
additional software

VN

TCP/IP
header | header

Message

Local Network Description Table (LNDT)

Describes the VN membership of a node

Global Network Description Table (GNDT)
Describes sub-networks for which a VR is responsible
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ViNe Routing

Local Network Description Table (LNDT)
Describes the VN membership of a node

Global Network Description Table (GNDT)

Describes the sub-networks that a VR is responsible

Suppose that a VR with the following routing tables, received a

packet from 172.16.0.10 destined to 172.16.10.90
GNDT - ViNe ID 1

LNDT
Host ViNe ID
172.16.0.10 1
172.16.0.11 2

ACIS Advanced Computing and Information Systems laboratory

Network/Mask

Destination

172.16.0.0/24

VR-a

172.16.10.0/24

GNDT - ViNe ID 2

Network/Mask

Destination

172.16.0.0/24

VR-a

172.16.20.0/24

VR-C
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ViNe Routing

Packet with header VH1—VH2
Is directed to VRB using L2

. " communication (MAC VH1
Original, unmodified packet ( -

VH1VHo is delivered ViNe packet is encapsulated | _ MAC VRe)
orop et with an additional header for ' Problem: communication is
roblem. packe ecinn i : blocked in clouds
injection is blocked transmission in physical i to
in clouds _ space: B—A:(VH1— VH2)
VH2 2 VH— U
vhg ViNe d@ & = domain
VRA 1 VRs /
ViNe
VHd _—— —— [ VH3 VR | Router
(/iNe domain > VRD | viNe domai y
VRC|— — K/ H Host
. . Physice
ViNe header is //_ H a | i H——THj
stripped off for g Fuble D ( Private netvro@
. . network A
final delivery A— 1R N———g
H4 Internet R | Router
— —————['H3
(Private network C N = F Public N | NAT
) S networkD
H F | Firewall

UNTVERSITY OF
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Solution

Configure all nodes to work as VRs

No need for host-to-VR L2 communication

TCP or UDP based VR-to-VR communication
circumvents the source address check restriction

But..

Network virtualization software required in all nodes

Network virtualization overhead in inter- and intra-site
communication

Complex configuration and operation
TinyViNe
No need to implement complex network processing —
leave it to specialized resources (i.e., full-VRS)
Keep it simple, lightweight, tiny
Use IP addresses as assigned by providers
Make it easy for end users to deploy

M. Tsugawa* et al."User-level Virtual Networks Support for Sky Computing”, e-Science, 12/09.
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TinyViNe

TinyViNe software

Enables host-to-VR communication on clouds

using UDP tunnels

TinyVR — nodes running TinyViNe software

TinyVR processing
Intercept packets destined to

full-VRs

Transmit the intercepted
packets through UDP tunnels

Decapsulate incoming
messages through UDP tunnels

Deliver the packets

ACIS Advanced Computing and Information Systems laboratory

T Decapsulation &— Encapsulation &—
Recoveryand Intorcoption and
delivery tunneling

pracedure procedure

Packet TCP/IP Packet | |
| Injection stack Interception
NSF Center for Autonomic Computing éﬁ i:ﬁ‘)ﬁ‘fﬁ,i



TinvViNe Routing

The packet TV1i—>TV2is
transmitted by VRA to TV2
using regular UDP
mechanisms

VRA — TV2:(TV1— TV2)

TinyViNe software recovers
the original packet and
delivers to TV2

) /

ViNe packet is encapsulated
with an additional header for
transmission in physical

space: B—A:(TV1i— TV2)

("

le. The
icket

Packet with header TV1i—TV2
Is intercepted by TinyViNe
software and transmitted to
VRB using regular UDP

mechanisms

TV1— VRB:(TV1— TV2)

N— 11

[TV2 ViNe domain & 2 domain/
VRA l VRB
Full ViNe
( Tval {1V VR | Router
ViNe domain > ViNe domuin
VRC|— — / TinyVR
. . Physic Space
ViNe header is / —[H & Vi H——
stripped off for H3 Pq‘étt’\'l:/%rk A D) mate netwoy
final delivery A— 1R N———g
H4E—3— NlL— Internet El— o H3 R | Router
(Private network C ublic N| NAT
H - N network D
F | Firewall
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TinyViNe Overheads

Interference on other applications

CPU Utilization Direct TinyViNe ViNe
Matrix multiplication 95.62% 92.74% 89.04%
Network application 1.44% 1.17% 1.04%
(Tiny)ViNe software - 9.27% 11.98%

Impact on communication-intensive application

ACIS Advanced Computing and
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UC/PUVM ViNe
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Experiment on the sky

3 cloud providers at University of Florida,
University of Chicago and Purdue
University

All 3 providers offer laaS using Nimbus
Offers APIs to create and manage VMs

Contextualization: mechanisms by which VMs
are “adapted” to their environments — e.g., on a
virtual cluster deployment, each node can be
configured with different “roles”

TinyViNe deployed by adding 1 line to the
Nimbus virtual cluster configuration file

ACIS Advanced Computing and Information Systems laboratory NSF Center for Autonomic Computing



3-sites experiment

BLASTX of 960 sequences against 2007 NR

70

60

50
2 40 —— 3-site hadoop 1f
o
s —&— 3-site mpi 1f
& 30

- =% - 1-site hadoop 1f
20 = —+ - 1-site mpi 1f
Ideal
10
D T T T T T T T
0 10 20 30 40 50 60 70
Number of processors (normalized to UF single processor performance)
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Sky Computing

a&fm&rp ha&f&:rmp

Virtual Cluster
Futur Gl’ld Intel Xeon Woodcrest, 2.33

/" GHZ,2.5GB RAM, Linux
=™\ 2.6.16
PU

\".._
( -\\
Nl/m;us ) \ Nl/m;us
ﬁ 7 U xé\{/l—(

UCS;

AMD Opteron 248, 2. 2 GHz,
3.5 GB RAM, Linux 2.6.32 Futu G”d
1. ViNe-enable sites

2. Configure ViNe VRs
3. Instantiate BLAST VMs

4. Contextualize
| Intel Xeon Prestonia, 2.4 a.R_etrleve VM information
Melbourne, Australia GHz, 3.5 GB RAM, Linux b.ViNe-enable VMs
connected to UF (ssh) 26.18 c.Configure Hadoop

e UNTVERSITY OF
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Summary

User-level overlay networks needed for inter-
cloud communication

Hard to deploy due to cloud-specific restrictions
Overcome via network-virtualization software in VMs
It is iImportant to keep the software simple and light

TinyVINe enables applications across clouds

Experiments with parallel bioinformatics applications
show that it efficiently enables sky computing

Can be implemented as a service by a cloud
provider, in the context broker of a sky provider or by
the consumer

Being improved to enable autonomic networking

ACIS Advanced Computing and Information Systems laboratory NSF Center for Autonomic Computing



Beyond communication

XaaS = abstractions as a service
Which ones to use?  _ _ _ _ _ _ _

|
SLAs: what is in them and I ! :
1| Datacenters 1| Datacenters
how to support? emmmmmaaasaaaas e
Affect management of |
performance, complexity, : Y 1 Y 1 :

dependabillity, ...

Combined cloud

Contextualization, 3

o PR ST, -
coordination and i Applications |
management

Modeling Is essential
Issues: security, privacy, business models...

ACIS Advanced Computing and Information Systems laboratory NSF Center for Autonomic Computing
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Resource usage estimation

Provider perspective

can improve resource utilization, as schedulers
are able to fit more requests in the same resource

Consumer perspective

to choose the most cost-effective cloud and
resource configuration for a given problem

BLASTX on 32 nodes, 64 processors, 256 uniform tasks

70
|

7 0:45:43 ¢ UC
m UF

PU

0:00:00 0:07:12 0:14:24 0:21:36 0:28:48 0:36:00 0:43:12

Exection time (h:mm:ss)

BLASTX on 32 nodes, 64 processors, 256 skewed tasks

0:42:06

0:00:00

0:07:12 0:14:24 0:21:36 0:28:48 0:36:00 0:43:12

Execution time (h:mm:ss)
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Fault modeling

If components are cloud services, what is a component fault?
SLA violation? User-defined condition? Unusual behavior?
E.g. resource-exhaustion faults

How can the health of a sky system/app be managed?
What/how are concerns separated?

E.g. virtual routers
“A distributed system is one in

] ] HEALTH MANAGEMENT
which the failure of a computer you [ v
didn't even know existed can render ||piaenosis|proanosis B
OFFLINE
your own computer unusable” T 13 S TO v
Leslie Lamport
Yy
. . ' 1 ONLINE
Similar issues for security, wonronna i -| veoeis | [Eu=ownan
privacy, performance... e e EEE
HEALTH INDICATORS el & & 8 % 5
E 14 A T—

Autonomic solutions desirable ]

SYSTEM ACTIVITY
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Conclusions

Clouds provide the components for novel types of
IT systems or novel implementations of familiar IT
system architectures

Sky-computing refers to such systems and their use

In particular, combined clouds capable of providing

environments, workflows, enterprise IT, etc as a service
Design and management of combined clouds face
challenges and need fundamental and system-
oriented advances

A new area for IT research

Essential for standards and next generation of IT
businesses
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utureGrid: a Gri

IU Cray operational, IU IBM (iDataPlex) completed stability test May 6

UCSD IBM operational, UF IBM stability test completes ~ May 12

Network, NID and PU HTC system operational

UC IBM stability test completes ~ May 27; TACC Dell awaiting delivery of components

Dresden, Grid5000,
other European Grids

B UC: 7TF IBM 672 cores

M PU: 4TF Dell 384 cores

W IU: 11TF IBM 1024 cores
1TF Cray 684 cores
4TF Shared Memory

B UCSD: 7TF IBM 672 cores

B TACC: 12TF Dell 1152 cores
B UF: 3TF IBM 256 cores

NID: Network Impairment Device

— Private
; FG Network
mmm=  Public
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~ FutureGrid s Gia

i

e The goal of FutureGrid is to support the research
on the future of distributed, grid, and cloud
computing.

* FutureGrid will build a robustly managed
simulation environment or testbed to support the
development and early use in science of new
technologies at all levels of the software stack:
from networking to middleware to scientific
applications.

 FutureGrid is a (small 5600 core) Science/Computer
Science Cloud but it is more accurately a virtual
machine based simulation environment

1111111111
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- Aboist About
a Hews e This project provides a capability that makes it possible for researchers to tackle complex research challenges
o Events ___,,,.r-':";; in computer science related to the use and security of grids and clouds. These include topics ranging from
o-Sponsors S " authentication, authorization, scheduling, virtualization, middleware design, interface design and cybersecurity,
S Conkant to the optimization of grid-enabled and cloud-enabled computational schemes for researchers in astronomy,

T chemistry. biology. engineering, atmospherc science and epideminlogy. The project team will provide a significant new
-
experimental computing grid and cloud test-bed, named FutureGrid, to the research community, together with user support for

o Status i ; : z
third-party researchers conducting experiments on FutureGrid.

o Register
The test-bed will make it possible for researchers to conduct experiments by submitting an experiment plan that is then executed

o Help & Support

via a sophisticated workflow engine, preserving the provenance and state informaton necessary to allow reproducibility. —

The test-bed includes a geographically distributed set of heterogeneous computing systems, a data management system that will

hold both metadata and a erowing bibrary of software images, and a dedicated network allowine isolatable, secure experiments.
The test-bed will support virtual machine-based emvironments, as well as native operating systems for experiments aimed at
minimizing overhead and maximizing performance. The project partners will integrate existing open-source software packages to
create an easy-to-use software environment that supports the instantiation, execution and recording of grid and cloud computing

experiments.

One of the goals of the projectis to understand the behavior and utility of cloud computing approaches. Researchers will be able
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- FutureGrid Partners

* Indiana University (Architecture, core software, Support)

e Purdue University (HTC Hardware)

* San Diego Supercomputer Center at University of California San
Diego (INCA, Monitoring)

* University of Chicago/Argonne National Labs (Nimbus)

* University of Florida (VINE, Education and Outreach)

* University of Southern California Information Sciences Institute
(Pegasus to manage experiments)

* University of Tennessee Knoxville (Benchmarking)

» University of Texas at Austin/Texas Advanced Computing Center
(Portal)

* University of Virginia (OGF, Advisory Board and allocation)

* Center for Information Services and GWT-TUD from Technische
Universtitat Dresden. (VAMPIR)
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—Center for Autonomic Computing (nsfcac.org)
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